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Abstract
A metapopulation model which explicitly integrates vector-borne and sexual trans-
mission of an epidemic disease with passive and active movements between an urban
city and a satellite city is formulated and analysed. The basic reproduction number
of the disease is explicitly determined as a combination of sexual and vector-borne
transmission parameters. The sensitivity analysis reveals that the disease is primarily
transmitted via the vector-borne mode, rather than via sexual transmission, and that
sexual transmission by itself may not initiate or sustain an outbreak. Also, increasing
the population movements from one city to the other leads to an increase in the basic
reproduction number of the later city but a decrease in the basic reproduction number
of the former city. The influence of other significant parameters is also investigated via
the analysis of suitable partial rank correlation coefficients. After gauging the effects
of mobility, we explore the potential effects of optimal control strategies relying upon
several distinct restrictions on population movement.

Keywords Vector-borne disease · Passive mobility · Metapopulation model · Sexual
transmission · Control mechanism

1 Introduction

Technological advancements in contemporary transportation have enabled people to
travel more often and on longer routes. Epidemic outbreaks occurring in local com-
munities can now easily spread to the world at large, potentially threatening public
health at a global scale. Therefore, adopting and enacting effective, coordinated epi-
demic control strategies through international and inter-community cooperation is of
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vital importance in order to mitigate the threat of global epidemics (MacPherson et al.
2007).

The detection and containment of several recent epidemics (Ebola in West Africa
and Zika in the Americas) lead to significant logistic challenges (Pompon 2017; Shen
et al. 2015). Part of these challenges has been addressed by the coordination of the
World Health Organization (WHO) and the resources of the Global Outbreak Alert
and Response Network (GOARN) (WHO 2016a; Majumder et al. 2016). Research
institutes have alsobeen collaboratingwith the involvedhealth administrations to set up
and enact effective control strategies and policies, for better and more comprehensive
epidemic control.

In this context, appropriate modelling of geographical communities and population
movements becomes mandatory. It should be noted that accounting for the effects of
population movements on the spread of an infectious disease can be accomplished in
several ways, illustrating the fact that human mobility encompasses a wide variety of
social phenomena taking place on vastly different time scales. An approach towards
modelling population heterogeneity and movements relies on the use of metapopula-
tion models, which consider distinct spatial locations called patches, corresponding to
countries, cities or local communities harbouring distinctive traits, connected by path-
ways for human migration and mobility (Arino and van den Driessche 2003; Hethcote
1978; Sattenspiel and Dietz 1995).

The cooperation and complementarity between urban and satellite cities create
successful urban-satellite relationships. Large urban cities are often linkedwith several
satellite cities, with only a few local jobs depending on the urban city for employment,
shopping and essential services such as specialized medical care. More often than not,
people from the urban cities also move to satellite cities for recreational activities,
especially on weekends and national holidays.

In this paper, the movements of people between the urban city and the satellite city
are classified as active and passive. The active movements are the casual movements
of people acting on their own free will, while passive movements are the movements
of some severely infected individuals who require intensive treatment of their disease.
The satellite clinics move these severely infected individuals from the satellite city to
the urban city through ambulance services. The individuals who move passively to the
urban city are typically to be confined to a hospital to receive intensive medical care,
while individuals who move actively can decide whether or not to move to the urban
city because solutions to their problems can be found in either city.

The theory ofmetapopulationswasfirst introduced in 1969 (Levins 1969) in thefield
of ecology. The succeeding years have witnessed an increased focus on the develop-
ment ofmetapopulationmodels aiming at epidemic containment. Disease containment
strategies such as travel restrictions (Colizza et al. 2007;Meloni 2011) and vaccination
have been widely employed in metapopulation models (Hufnagel et al. 2004; Lima
et al. 2015). Further attempts at realism have accounted for the effects of behavioural
changes of individuals and timely dissemination of information upon disease contain-
ment (Meloni 2011).

However, only a few of these models have considered a metapopulation model
that incorporates a vector-borne disease which also spreads via sexual transmission.
Zika is one of the few diseases, if not the only one, that is transmitted through both
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sexual and vector avenues (Duffy 2009; Gao 2016; WHO 2016b). ZIKV, the Zika
virus, is a Flavivirus with functional similarities to DENV, the dengue virus, and is
predominantly transmitted to humans by an infected female mosquito of the Aedes
genus.ZIKVhas other possible routes of transmission includingmother to child, sexual
and blood transfusions (Duffy 2009). ZIKV has been detected in serum, saliva, urine
and semen. In some cases, ZIKV may not be detected in the blood, but is still present
in urine and semen for 27 and 62 days after the onset of febrile illness, respectively
(Musso 2015a). The World Health Organization (WHO) declared the Zika epidemic
as a Public Health Emergency of International Concern (PHEIC) (WHO 2016b).

A study formulated two control models for investigating the impact of infecting
Aedes aegypti mosquitoes with Wolbachia strains on the transmission of ZIKV in
Brazil and concluded that the release of the male Wolbachia-infected mosquitoes is
the best strategy for controlling the spread of Zika virus, possibly even eradicating
wild mosquitoes eventually (Aliota et al. 2016;Wang et al. 2017). Further studies sug-
gested that risky human behaviours involving multiple sexual partners, particularly
among male populations, substantially increase the population of infected individu-
als, contributing significantly to the disease burden in the community (Agusto et al.
2017). Therefore, prevention and control efforts against ZIKV should target both the
mosquito-borne and sexual transmission routes (Gao 2016). A comparison analysis
of ZIKV outbreaks in French Polynesia, Colombia and the state of Bahia in Brazil
concluded that there are variations within the attack rates in the three different loca-
tions, but there exists an association between the amount of precipitations and ZIKV
outbreaks (He et al. 2017). However, in the USA, the Food and Drug Administration
issued guidelines restricting the use of genetically modified animals to control vector-
borne diseases. Consequently, it is crucial to explore alternative control scenarios by
assessing the potential impact of mobility restrictions on the magnitude and time-line
of an epidemic.

Mathematical modelling has become a vital tool for formulating and testing preven-
tion and control measures for infectious diseases (Zhang et al. 2017). A recent study
Arino andPortet (2015) used anSIRmetapopulationmodel for investigating the spread
of infectious disease between a larger urban centre and several smaller communities,
using a mix of standard incidence (for the urban centre) and mass action incidence
(for the satellite cities). In this regard, the disease spread could be caused by either
human to human contact or through sexual intercourse with an infected person. It is
therefore instructive to investigate the role of passive and active human movements on
the spread of vector-borne and sexually transmitted infectious diseases. For the sake of
simplicity, we formulate a metapopulation model which incorporates both vector and
sexual transmissions together with active and passive movements of people between
an urban city and a single satellite city and then investigate its effect on the spatial and
temporal spread of the disease. The stability of a conceptually related model devised
to describe the spread of cholera between two communities connected by migration
has been discussed in Njagarah and Nyabadza (2014).

In this paper, we formulate a metapopulation model for the propagation of a vector-
borne disease which is also sexually transmitted, keeping track of two patches linked
together by means of active and passive mobilities. We then investigate the following
problems:
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• What is the main driving force for disease propagation in our concrete metapopu-
lation model?

• To what extent can active and passive mobilities lead to the spread of the disease
in both cities?

• Will restriction mechanisms acting upon active and passive movements between
the two cities lead to the elimination of the disease?

2 Model Formulation

To formulate our model, we divide the human population into two communities (urban
and satellite cities). Each community is further divided into five compartments accord-
ing to the disease status of the individuals. In each community, the individuals are
classified in the followingway: susceptible individuals (S), exposedbut not yet infected
individuals (E), infected individuals harbouringmild symptoms (Ia), infected individ-
ualswith severe symptoms (Ib) and recovered individuals (R).Within each community,
the subpopulations are assumed to be homogeneous. To distinguish between similar
populations in both communities, of humans or vectors, we associatewith the variables
and parameters related to the satellite city the subscript 1, while the corresponding
parameters and variables for the urban city have no subscript.

Our metapopulation model accounts for two movement patterns, active and pas-
sive. First, all populations except for the severely infected can freely move from one
community to the other, being assumed that no new infections occur during travel.
Typically, they show mild symptoms or no symptoms at all. Once reaching their des-
tination, they conform to the disease dynamics of the respective community.

Secondly, we assume that the infected humans harbouring severe symptoms (Ib and
Ib1) are to be confined to a hospital, as they would be seeking strict medical attention
to recover from the disease. Therefore, the movement of infected individuals with
severe symptoms across communities is assumed to take place only from the smaller
community to the larger one (as a passive movement (q)), since only the urban city is
assumed to possess the appropriate facilities to treat them.

New susceptible individuals are recruited in the urban and satellite communities
at rates b and b1, respectively. Conversely, the susceptible individuals are depleted
through contact with infected vectors at a rate θ , as well as through sexual intercourse
with the exposed population at rate κ and with the mildly infected population at rate
τ , respectively, in the urban community, and at rates κ1 and τ1 with the exposed and
mildly infected populations, respectively, in the satellite community.

The exposed individuals transfer to the respective compartments of infected indi-
viduals with mild symptoms in both communities (Ia and Ia1) at rates γ and γ1,
respectively, and the infected individuals with mild symptoms have their health con-
dition further deteriorate into becoming infected individuals with severe symptoms
at rates of δ and δ1 for both communities, respectively. The infected individuals with
severe symptoms (Ib and Ib1) undergomedical treatment and recover at rates α and α1,
respectively. The recovered individuals acquire permanent immunity to the disease, in
both communities. Individuals in each compartment suffer natural mortality at rates
of d and d1 for the first and second communities, respectively.
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Exposed and infected individuals transfer the pathogens (viruses) to the susceptible
vector populations at ratesβvλvκv for the urban city andβv1λv1τv1 for the satellite city,
respectively. The susceptible vectors are recruited at the respective rates bv and bv1
for both cities and move to the exposed compartment after coming into contact with
exposed and infected human populations. The exposed vectors either die by natural
death at rates dv and dv1 for both cities or transfer to the infected vector population
at rates ψv and ψv1, respectively. The vector populations are assumed to be present
in both communities, and hence, their transmission dynamics is considered to be the
same in both communities.

Togauge the effectiveness and impact ofmobility restrictions,we employ anoptimal
control approachusing thePontryagin’smaximumprinciple to determine the necessary
optimality conditions. We incorporate three time-dependent controls (u1(t), u2(t),
u3(t)) into the model (3) to determine the optimal strategy to control the disease.

• u1(t): The efforts of the satellite city to restrict themovement of humanpopulations
(S1, E1, Ia1, R1) to reduce themovement of individuals thatmay be infectious into
the urban city.

• u2(t): The efforts of the urban city to restrict the movement of human populations
(S, E, Ia, R) to reduce the movement of individuals that may be infectious into
the satellite city.

• u3(t): The efforts of the satellite city to improve the treatment of the severely
infected individuals (Ib1) to reduce the movement of the severely infected indi-
viduals into the urban city.

We assume that the satellite city will be able to upgrade the medical facilities during
a disease outbreak to improve the treatments of the inhabitants.

The control variables, u1(t), u2(t) and u3(t), are bounded and Lebesgue inte-
grable functions. Our control problem involves a situation in which the number of
mildly infectious individuals, severely infected individuals, the cost of applying con-
trol mechanisms u1(t), u2(t) and the cost of the improvement of treatment u3(t) are
minimized subject to the system (12). The given objective function is defined as

J (u1, u2, u3) =
∫ T

0

[
c1 Ia + c2 Ib + c3 Ia1 + c4 Ib1 + c5u

2
1 + c6u

2
2 + c7u

2
3

]
dt, (1)

where Ia , Ia1, Ib and Ib1 are the total infected human populations, T is the final
time and the coefficients c1, c2, c3, c4 are the unit costs of control mechanisms on the
mildly and severely infected individuals, and c5, c6 and c7 are the unit costs of the
other control mechanisms. Our aim is to minimize the total cost of controlling infected
humans with mild and severe symptoms and at the same time save money on applying
control mechanisms u1(t), u2(t), u3(t). Thus, we search for an optimal control (u∗

1,
u∗
2, u

∗
3) such that

J (u∗
1, u

∗
2, u

∗
3) = min

u1, u2, u3
{J (u1, u2, u3)|u1, u2, u3 ∈ Ω} , (2)
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Fig. 1 The flow chart of disease progression in an isolated community

in which the control set is

Ω = {(u1, u2, u3)|ui : [0, T ] → [0, 1 ] Lebesgue measurable, i = 1, 2, 3} .

The flow charts of disease progression are shown in Figs. 1 and 2, respectively.
Figure 1 shows the transmission of the disease in an isolated community, while Fig. 2
shows the transmission of the disease in two communities linked together by means of
transportation, with active and passive movements occurring between the urban and
the satellite city. Here, Nh = S + E + Ia + R.

3 Model Analysis

For the sake of simplicity, we consider in this paper only the case of a single satellite
city linked to a single urban city. The corresponding equations of the model are given
below.

dS

dt
= b − β

κE + τ Ia
Nh

S − θβvφ Iv
Nh

S − dS + m2S1 − mS,

dE

dt
= β

κE + τ Ia
Nh

S + θβvφ Iv
Nh

S − dE − γ E + m2E1 − mE,

dIa
dt

= γ E − d Ia − δ Ia + m2 Ia1 − mIa,

dIb
dt

= δ Ia − α Ib − d Ib + q Ib1,

dR

dt
= α Ib − dR + m2R1 − mR,

dSv

dt
= bv − βvλv

κvE + τv Ia
Nh

Sv − dvSv,

dEv

dt
= βvλv

κvE + τv Ia
Nh

Sv − dvEv − ψvEv,
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Fig. 2 (Colour figure online) The flow chart of disease progression in an urban city linked to a satellite city.
The red arrows represent the migration of the human population

dIv
dt

= ψvEv − dv Iv,

dS1
dt

= b1 − β1
κ1E1 + τ1 Ia1

Nh1
S1 − θ1βv1φ1 Iv1S1

Nh1
− d1S1 − m2S1 + mS,

dE1

dt
= β1

κ1E1 + τ1 Ia1
Nh1

S1 + θ1βv1φ1 Iv1S1
Nh1

− d1E1 − γ1E1 − m2E1 + mE,

dIa1
dt

= γ1E1 − d1 Ia1 − δ1 Ia1 − m2 Ia1 + mIa,

dIb1
dt

= δ1 Ia1 − α1 Ib1 − d1 Ib1 − q Ib1,

dR1

dt
= α1 Ib1 − d1R1 − m2R1 + mR,

dSv1

dt
= bv1 − βv1λv1

κv1E1 + τv1 Ia1
Nh1

Sv1 − dv1Sv1,

dEv1

dt
= βv1λv1

κv1E1 + τv1 Ia1
Nh1

Sv1 − dv1Ev1 − ψv1Ev1,

dIv1
dt

= ψv1Ev1 − dv1 Iv1. (3)
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3.1 Positive Invariance

The total human population and the total vector population are given below.We assume
that the severely infected individuals do not infect anyone because they are hospital-
ized. That is, the severely infected and recovered ones have no infectivity to humans
or mosquitoes and are effectively removed from the population. The system (3) is epi-
demiologically feasible andmathematically well-posed inD = Dh ×Dv ⊂ R

10+ ×R
6+,

in which Dh is the domain for the human subpopulations and Dv is the domain for
vector subpopulations.

3.2 The Disease-Free Equilibrium

At the disease-free equilibrium, there is no infection in either the human or the vector
population. First of all, let us assume that there is no movement between the satel-
lite city and the urban city. The system (3) without mobility then has a disease-free
equilibrium E0, given by

E0 =
(
b

d
, 0, 0, 0, 0,

bv

dv

, 0, 0,
b1
d1

, 0, 0, 0, 0,
bv1

dv1
, 0, 0

)
∈ R

16+ . (4)

Secondly, to obtain the disease-free equilibrium E0
m for the system (3) with mobility,

we need to solve the equilibrium subsystem associated to the susceptible populations,
in the form

b + m2S1 − (d + m)S = 0,

b1 + mS − (d1 + m2)S1 = 0.
(5)

It then follows that

E0
m =

(
b(d1 + m2) + b1m2

dd1 + dm2 + md1
, 0, 0, 0, 0,

bv

dv

, 0, 0,
b1(d + m) + mb

dd1 + dm2 + md1
, 0, 0, 0, 0,

bv1

dv1
, 0, 0

)
.

3.3 The Basic Reproduction Number for an Isolated Community

Thebasic reproduction number is obtained using the next-generationmethod presented
in van den Driessche and Watmough (2002). It follows that the basic reproduction
number of an isolated community, described by the first eight equations of the system
(3) with m = m2 = 0, is given by

R0 =
Rhh +

√
R2
hh + 4R2

hv

2
,

in which Rhh is the basic reproduction number for sexual transmission and Rhv is the
basic reproduction number for vector-borne transmission, given by

Rhh = β(τγ + κ(d + δ))

(d + γ )(d + δ)
,
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Rhv =

√√√√√θβ2
vφψvλvbvd

(
τv(dv + ψv) + κv(d + δ)

)

bd2v (d + γ )(d + δ)(dv + ψv)
.

If the infection occurs in an isolated community, then the corresponding condition for
its persistence in terms of the basic reproduction number of the disease is given by
R0 > 1, which holds only if Rhh + R2

hv > 1.

3.4 The Basic Reproduction Number for the Connected System

If the infection occurs in a communitywhich is connected to another one via population
mobility, the movements of individuals should be reflected in the reproduction number
of the disease. The reproduction numbers of the connected communities are then given
by

R01M =
Rhh1M +

√
R2
hh1M + 4R2

hv1M

2

R02M =
Rhh2M +

√
R2
hh2M + 4R2

hv2M

2
,

in which

Rhh1M = β(τγ + κ(d + δ + m))

(d + γ + m)(d + δ + m)
,

Rhv1M =
√

θβ2
vφψvλvbv(dd1 + dm2 + md1)(τv(dv + ψv) + κv(d + δ + m))

d2v (b(d1 + m2) + b1m2)(d + γ + m)(d + δ + m)(dv + ψv)
,

Rhh2M = β1(τ1γ1 + κ1(d1 + δ1 + m2))

(d1 + γ1 + m2)(d1 + δ1 + m2)
,

Rhv2M =
√

θ1β
2
v1φ1ψv1λv1bv1(dd1 + dm2 + md1)(τv1(dv1 + ψv1) + κv1(d1 + δ1 + m2))

d2v1(b1(d + m) + mb)(d1 + γ1 + m2)(d1 + δ1 + m2)(dv1 + ψv1)
.

An estimation for the ‘global’ basic reproduction number R0 (somewhat less compu-
tationally intensive than the exact value, as it does not involve finding the inverse of
a higher-dimensional matrix) can then be given as the maximum of the reproduction
numbers associated with each community,

Rm
0 = max{R01M , R02M }.
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The exact value of R0 can be obtained via the next-generation method. It is seen that

F =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

β κ β τ 0 0 θ βv φ 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0

βv λv κv bv d
bdv

βv λv τv bv d
bdv

0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 β1 κ1 β1 τ1 0 0 0 θ1 β1v φ1

0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 βv1 λv1 κv1 bv1 d1

b1 dv1
βv1 λv1 τv1 bv1 d1

b1 dv1
0 0 0

0 0 0 0 0 0 0 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

V−1 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

v1 0 0 0 0 v2 0 0 0 0
v3 v4 0 0 0 v5 v6 0 0 0
v7 v8 (α + d)−1 0 0 v9 v10 v11 0 0
0 0 0 (dv + ψv)

−1 0 0 0 0 0 0
0 0 0 ψv

(dv+ψv)dv
dv

−1 0 0 0 0 0

v12 0 0 0 0 v13 0 0 0 0
v14 v15 0 0 0 v16 v17 0 0 0
v18 v19 0 0 0 v20 v21 (d1 + α1 + q)−1 0 0
0 0 0 0 0 0 0 0 (dv1 + ψv1)

−1 0
0 0 0 0 0 0 0 0 ψv1

(dv1+ψv1)dv1
dv1−1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

where

b1 = (dd1 + dm2 + dγ1 + d1 γ + d1 m + γ m2 + γ γ1 + mγ1)

b2 = (dd1 + dm2 + dδ1 + d1 δ + d1 m + δm2 + δ δ1 + mδ1)

a3 = d1
2γ + 2 d1 γ m2 + d1 γ δ1 + d1 γ γ1 + γ m2

2 + γ m2 δ1 + γ m2 γ1

+ γ δ1 γ1 + mm2 γ1

a5 = dγ1 + d1 γ + γ m2 + γ δ1 + γ γ1 + mγ1

a7 = ((d1 + α1 + q) (γ1 + d1 + m2) (δ1 + d1 + m2) γ + γ1 (m2 d1 + (α1 + q)m2

+ δ1 q)m)δ + mδ1 q ((γ1 + d1 + m2) γ + γ1 (d + m))

b7 = (α + d) ((γ1 + d1 + m2) γ + (d + m) d1 + dm2 + γ1 (d + m))

× (d1 + α1 + q) · ((δ1 + d1 + m2) δ + (d + m) d1 + dm2 + δ1 (d + m))

a9 =
(
γ (d1 + α1 + q)m2

2 + (d1 + α1 + q) ((d + m + γ ) γ1+γ (δ1+d1))m2

+δ1 γ1 q (d + m + γ )) δ + δ1 q (γ mm2 + γ1 (d + m) (d + m + γ ))

b9 = (α + d) ((d + γ )m2 + (γ1 + d1) (d + m + γ )) (d1 + α1 + q)

· ((δ1 + d1 + m2) δ + dm2 + (δ1 + d1) (d + m))

a16 = d2γ1 + dδ γ1 + dγ γ1 + 2 dmγ1 + δ γ γ1 + δmγ1 + γ mm2

+ γ mγ1 + m2γ1

v1 = d1 + γ1 + m2

b1

v2 = m2

b1

123



4528 P. Harvim et al.

v3 = a3
b1b2

v4 = d1 + δ1 + m2

b2

v5 = a5m2

b1b2

v6 = m2

b2

v7 = a7
b7

v8 = a3
(α + d) b2 (d1 + α1 + q)

v9 = a9
b9

v10 = dqδ1 + d1 δm2 + δm2 q + δm2 α1 + δ qδ1 + mqδ1

(α + d) b2 (d1 + α1 + q)

v11 = q

(d1 + α1 + q) (α + d)

v12 = m

b1

v13 = d + γ + m

b1

v14 = (dγ1 + d1 γ + δ γ1 + γ m2 + γ γ1 + mγ1)m

b2b1

v15 = m

b2

v16 = a16
b2b1

v17 = d + δ + m

b2

v18 = δ1 (dγ1 + d1 γ + δ γ1 + γ m2 + γ γ1 + mγ1)m

b2b1 (d1 + α1 + q)

v19 = mδ1

b2 (d1 + α1 + q)

v20 = δ1 a16
b2b1 (d1 + α1 + q)

v21 = δ1 (d + δ + m)

b2 (d1 + α1 + q)
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FV−1 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

w1 w2 0 θ βv φ ψv

(dv+ψv)dv

θ βv φ
dv

w3 w4 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
w5 w6 0 0 0 w7 w8 0 0 0
0 0 0 0 0 0 0 0 0 0
w9 0 0 β1 κ1 ψv

(dv+ψv)dv

β1 κ1
dv

w10 0 0 w11
θ1 β1v φ1

dv1
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0

w12 w13 0 0 0 w14 w15 0 0 0
0 0 0 0 0 0 0 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

where

w1 = β κ (d1 + γ1 + m2)

b1
+ β τ a3

b2b1

w2 = β τ (d1 + δ1 + m2)

dd1 + dm2 + dδ1 + d1 δ + d1 m + δm2 + δ δ1 + mδ1

w3 = β κ m2

b1
+ β τ a5m2

b2b1

w4 = β τ m2

dd1 + dm2 + dδ1 + d1 δ + d1 m + δm2 + δ δ1 + mδ1

w5 = βv λv κv bv d (d1 + γ1 + m2)

bdv b1
+ βv λv τv bv da3

bdv b2b1

w6 = βv λv τv bv d (d1 + δ1 + m2)

bdv b2

w7 = βv λv κv bv dm2

bdv b1
+ βv λv τv bv da5m2

bdv b2b1

w8 = βv λv τv bv dm2

bdv b2

w9 = β1 τ1 m

b1

w10 = β1 τ1 (d + γ + m)

b1

w11 = θ1 β1v φ1 ψv1

(dv1 + ψv1) dv1

w12 = βv1 λv1 κv1 bv1 d1 m

b1 dv1 b1

+ βv1 λv1 τv1 bv1 d1 (dγ1 + d1 γ + δ γ1 + γ m2 + γ γ1 + mγ1)m

b1 dv1 b1b2

w13 = βv1 λv1 τv1 bv1 d1 m

b1 dv1 b2
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Table 1 Descriptions of notations for variables

Description Variable

Total susceptible human population ST = (S, S1)

Total exposed human population ET = (E, E1)

Total mildly infected human population I Ta = (Ia , Ia1)

Total severely infected human population I Tb = (Ib, Ib1)

Total recovered human population RT = (R, R1)

Total susceptible vector population STv = (Sv, Sv1)

Total exposed vector population ET
v = (Ev, Ev1)

Total infected vector population I Tv = (Iv, Iv1)

Total vector population Nv = (STv , ET
v , I Tv )

Non-susceptible human population J = (ET , I Ta , I Tb , RT )

Non-susceptible vector population Jv = (ET
v , I Tv )

Generic epidemiological population C = (ST , J , STv , Jv)

Total human population size N = ∑10
i=1 Ni = ||(ST , J )||

Total vector population size Nv = ||Nv ||

w14 = βv1 λv1 κv1 bv1 d1 (d + γ + m)

b1 dv1 b1
+ βv1 λv1 τv1 bv1 d1 a16

b1 dv1 b1b2

w15 = βv1 λv1 τv1 bv1 d1 (d + δ + m)

b1 dv1 b2

The global basic reproduction number (R0) is then given as the dominant eigenvalue of
thematrix FV−1 given above. An outcome is the fact that R0 does not depend upon the
passivemovement rateq,which is perhaps because the severely infected individuals are
supposed to be hospitalized and isolated from the susceptible individuals. This changes
if a single category of infectives is considered for each location (see “Appendix B” for
details).

3.5 Uniform Strong Disease Persistence and Existence of Endemic Equilibria

Under the assumption of the constant recruitment, it is easy to see that the host is
strongly uniformly persistent. To simplify our results, we make the notations sum-
marized in Table 1. Since the recruitment rates b and b1 are positive constants,
ST (t) > (0, 0) for all t > 0, and there exist two positive constants δ∗

1 and δ∗
2 such that

lim inf
t→∞ ST (t) ≥ (δ∗

1 , δ
∗
2)

for all non-negative solutions in the system (3). In fact, by the first subsystem in the
system (3)
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dS

dt
= b − (

d + β(κE + τ Ia)

Nh
+ θβvφ Iv

Nh

)
S + m2S1 − mS,

> b − (
d + β(κ + τ) + θβvφ

)
S − mS.

Consequently, there exists δ∗
1 ∈ (0,+∞), independent of the solution, such that

lim inf
t→∞ S(t) ≥ b

d + β(κ + τ) + θβvφ + m
=: δ∗

1 .

Similarly, there exists a δ∗
2 ∈ (0,+∞) such that

lim inf
t→∞ S1(t) ≥ δ∗

2 .

Hence, if R0 > 1, the disease is then uniformly strongly persistent as well. Since
ST (t) >> (0, 0) for t > 0, the subsequent persistence results do not need the solutions
of system (3) to satisfy ST (0) >> (0, 0). Also, if R0 > 1, and all recruitment rates b
and b1 are positive constants, then there exists some ε > 0 such that

lim inf
t→∞ Ci (t) ≥ ε, i = 1, 2, C ∈ C and C = (C1,C2)

for all non-negative solutions of system (3) with

(
ET (0), I Ta (0), I Tb (0), ET

v (0), I Tv (0)
)

> 0.

Let

X = {(ST , ET , I Ta , I Tb , RT , STv , ET
v , I Tv ) ∈ (0,∞)16|(ST , STv ) ∈ (0,+∞)4 and

(ET , I Ta , I Tb , RT , ET
v , I Tv ) ∈ R

12+ }.

By Theorem A.32 of Thieme (2003), the solution takes its values in X for t > 0.
Define ρ : X → R+ by

ρ(ST , ET , I Ta , I Tb , RT , Nv) = I ,

for fixed I ∈ {Ia, Ia1, Ib, Ib1, Iv, Iv1}, and ρ̃ : X → R+ by

ρ̃(ST , ET , I Ta , I Tb , RT , Nv) = Ia + Ib
Nh

+ Ia1 + Ib1
Nh1

+ Iv + Iv1
Nv

.

In the language of Sect. A.5 of Thieme (2003), the semiflow� induced by the solutions
of system (3) is uniformly weakly ρ-persistent by Theorem 4.3 in Dhirasakdanon et al.
(2007). The compactness condition in Sect. A.5 of Thieme (2003) follows from the
results above.Notice that every total orbitω : R → X of� is associatedwith a solution
of system (3) that is defined for all times and takes value in X. By the irreducibility
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of the matrix

(
0 m
m2 0

)
, ρ̃(ω(0)) > 0 whenever ρ(ω(t)) > 0 for all t ∈ R. The

claim for C ∈ {I Ta , I Tb , I Tv } now follows from Theorem A.34 in Thieme (2003). For
C ∈ {ET , RT , ET

v }, modify ρ̃(ST , ET , I Ta , I Tb , RT , Nv) = Ci . For C = ST , the
statement has already been shown in the content above. Similarly, for C = STv , the
statement should be easily shown. The existence of an (endemic) equilibriumof system
(3) in (0,∞)16 follows from Theorem 1.3.7. in Dhirasakdanon et al. (2007).

4 Sensitivity Analysis

A sensitivity analysis is carried out to find the dependence of the basic reproduction
number upon the parameters of the model. This analysis is essential, enabling us to
identify the critical parameters to be acted upon if the disease is to be controlled
and eliminated. The sensitivity and uncertainty analyses are performed by using the
Latin hypercube sampling (LHS) scheme, which is a Monte–Carlo stratified sampling
method leading to an unbiased estimate of the model output for a given set of input
parameter values (Chitnis et al. 2008; Blower and Dowlatabadi 1994). The parameter
space is sampled without replacement, assuming statistical independence between the
parameters. The selected sample is then used to determine unbiased estimates of output
values for the reproduction numbers R01M and R02M of the model, respectively. R01M
is the average number of infections that a single individual in the urban city causes over
the duration of the infectious period accounting for movements of humans between
both cities, and R02M is the average number of infections that a single individual
in the satellite city causes over the duration of the infectious period accounting for
movements of humans between both cities.

The partial rank correlation coefficients determined for the reproduction numbers
are graphically presented in tornado plots, as shown in Figs. 3 and 4. A positive (nega-
tive) correlation coefficient corresponds to an increase (decrease) of the reproduction
numbers as a result of an increase in the corresponding parameter. The parameters
ψv , θ , φ and λv have the lowest partial rank correlation coefficients (PRCCs) with
respect to R01M , while τv1, d1 and ψv1 have the lowest PRCCs with respect to R02M .
However, their influences are visible. The human to human transmission parameters
τ , κ , τ1 and κ1 for both cities, respectively, have positive correlations indicating that
an increase in sexual transmission will lead to an increase in the basic reproduction
number.

The respective correlation values of κ and τ are too small to cause an outbreak of the
disease, but their combined contribution is large enough to prolong an outbreak in the
urban city. In this regard, any measures that increase vector mortality or reduce their
multiplication decrease not only the burden of infection but also the risk of contracting
it. Also, the rate θ at which susceptible individuals become infected and the contact
rate β increase the basic reproduction number when increased. Further, increasing the
movement of infected individuals m and m2 from one patch to the other leads to an
increase of the threshold for the latter and a decrease of the threshold for the former,
which increases the risk of local disease outbreak.
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Fig. 3 Tornado plot showing partial rank correlation coefficients (PRCCs) of the reproduction number
(R01M ) with respect to the parameter values

Fig. 4 Tornado plot showing partial rank correlation coefficients (PRCCs) of the reproduction number
(R02M ) with respect to the parameter values

5 Optimal Control Strategies

Vector control techniques may be an effective way of reducing epidemic transmission,
as shown by our sensitivity analysis. However, we try to stay away from the contro-
versial issue of using genetically modified vectors to control the vector population.
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After the emergence of the H1N1 influenza in 2009, travel-related control strategies
during the early stage of the epidemic outbreak were used to slow down its spread.
Consequently, in this work we incorporate three time-dependent control variables into
the model (3) to determine the optimal strategy for controlling the disease. The model
(3) then becomes

dS

dt
= b − β

κE + τ Ia
Nh

S − θβvφ Iv
Nh

S − dS + (1 − u1(t))m2S1 − (1 − u2(t))mS,

dE

dt
= β

κE + τ Ia
Nh

S + θβvφ Iv
Nh

S − dE − γ E + (1 − u1(t))m2E1

− (1 − u2(t))mE,

dIa
dt

= γ E − d Ia − δ Ia + (1 − u1(t))m2 Ia1 − (1 − u2(t))mIa,

dIb
dt

= δ Ia − α Ib − d Ib + (1 − u3(t))q Ib1,

dR

dt
= α Ib − dR + (1 − u1(t))m2R1 − (1 − u2(t))mR,

dSv

dt
= bv − βvλv

κvE + τv Ia
Nh

Sv − dvSv,

dEv

dt
= βvλv

κvE + τv Ia
Nh

Sv − dvEv − ψvEv,

dIv
dt

= ψvEv − dv Iv,

dS1
dt

= b1 − β1
κ1E1 + τ1 Ia1

Nh1
S1 − θ1βv1φ1 Iv1

Nh1
S1 − d1S1 − (1 − u1(t))m2S1

+ (1 − u2(t))mS,

dE1

dt
= β1

κ1E1 + τ1 Ia1
Nh1

S1 + θ1βv1φ1 Iv1
Nh1

S1 − d1E1 − γ1E1 − (1 − u1(t))m2E1

+ (1 − u2(t))mE,

dIa1
dt

= γ1E1 − d1 Ia1 − δ1 Ia1 − (1 − u1(t))m2 Ia1 + (1 − u2(t))mIa,

dIb1
dt

= δ1 Ia1 − α1 Ib1 − d1 Ib1 − (1 − u2(t))q Ib1,

dR1

dt
= α1 Ib1 − d1R1 − (1 − u1(t))m2R1 + (1 − u2(t))mR,

dSv1

dt
= bv1 − βv1λv1

κv1E1 + τv1 Ia1
Nh1

Sv1 − dv1Sv1,

dEv1

dt
= βv1λv1

κv1E1 + τv1 Ia1
Nh1

Sv1 − dv1Ev1 − ψv1Ev1,

dIv1
dt

= ψv1Ev1 − dv1 Iv1. (6)
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Pontryagin’s maximum principle (Pontryagin et al. 1962) states a necessary condition
that must hold on an optimal trajectory. This principle converts the equations (12) and
(13) into a problem of minimizing pointwise a Hamiltonian H with respect to u1, u2
and u3.

The Hamiltonian is given by

H = c1 Ia + c2 Ib + c3 Ia1 + c4 Ib1 + c5u
2
1 + c6u

2
2 + c7u

2
3,

+ λS

{
b − β

κE + τ Ia
Nh

S − θβvφ Iv
Nh

S − dS + (1 − u1(t))m2S1

− (1 − u2(t))mS

}
,

+ λE

{
β

κE + τ Ia
Nh

S + θβvφ Iv
Nh

S − dE − γ E + (1 − u1(t))m2E1

− (1 − u2(t))mE

}
,

+ λIa {γ E − d Ia − δ Ia + (1 − u1(t))m2 Ia1 − (1 − u2(t))mIa},
+ λIb {δ Ia − α Ib − d Ib + (1 − u3(t))q Ib1},
+ λR

{
α Ib − dR + (1 − u1(t))m2R1 − (1 − u2(t))mR

}
,

+ λSv

{
bv − βvλv

κvE + τv Ia
Nh

Sv − dvSv

}
,

+ λEv

{
βvλv

κvE + τ Ia
Nh

Sv − dvEv − ψvEv

}
,

+ λIv {ψvEv − dv Iv},
+ λS1

{
b1 − β1

κ1E1 + τ1 Ia1
Nh1

S1 − θ1βv1φ1 Iv1
Nh1

S1 − d1S1

− (1 − u1(t))m2S1 + (1 − u2(t))mS

}
,

+ λE1

{
β1

κ1E1 + τ1 Ia1
Nh1

S1 + θ1βv1φ1 Iv1
Nh1

S1 − d1E1 − γ1E1

− (1 − u1(t))m2E1 + (1 − u2(t))mE

}
,

+ λIa1{γ1E1 − d1 Ia1 − δ1 Ia1 − (1 − u1(t))m2 Ia1 + (1 − u2(t))mIa},
+ λIb1{δ1 Ia1 − α1 Ib1 − d1 Ib1 − (1 − u3(t))q Ib1},
+ λR1{α1 Ib1 − d1R1 − (1 − u1(t))m2R1 + (1 − u2(t))mR},
+ λSv1

{
bv1 − βv1λv1

κv1E1 + τv1 Ia1
Nh1

Sv1 − dv1Sv1

}
,

+ λEv1

{
βv1λv1

κvE1 + τv Ia1
Nh1

Sv1 − dv1Ev1 − ψv1Ev1

}
,

+ λIv1{ψv1Ev1 − dv1 Iv1}, (7)
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where λS , λE , λIa , λIb ,λR , λSv , λEv , λIv , λS1 , λE1 , λIa1 , λIb1 , λR1 , λSv1 , λEv1 and λIv1
are the adjoint variables or co-state variables. The system of equations is found by
taking the appropriate partial derivatives of the Hamiltonian (15) with respect to the
associated state variables. Furthermore, the transversality conditions are

λS(T ) = λE (T ) = λIa (T ) = λIb(T ) = λR(T ) = λSv (T ) = λEv (T ) = λIv (T )

= λS1(T ) = λE1(T ) = λIa1(T ) = λIb1(T ) = λR1(T ) = λSv1(T ) = λEv1(T )

= λIv1(T ) = 0.

Finally, since in our optimal control problem there are no terminal values for the
state variables, we give transversality conditions at the final time T by λi (T ) = 0,
i = 1, 2, 3.

On the interior of the control set, where 0 < ui < 1, for i = 1, 2, 3, we have

∂H

∂u1
= 2c5u1 − m2S1λS − m2E1λE − m2 Ia1λIa − m2R1λR + m2S1λS1

+ m2E1λE1 + m2 Ia1λIa1 + m2R1λR1 = 0,

∂H

∂u2
= 2c6u2 + mSλS + mEλE + mIaλIa + mRλR − mSλS1 − mEλE1

− mIaλIa1 − mRλR1 = 0,

∂H

∂u3
= 2c7u3 − q Ib1λIb + q Ib1λIb1 = 0.

By the standard control arguments involving the bounds on the control variables,
we obtain

u∗
1 = min

{
1,max

(
0, u∗∗

1

)}
,

u∗
2 = min

{
1,max

(
0, u∗∗

2

)}
,

u∗
3 = min

{
1,max

(
0, u∗∗

3

)}
,

where

u∗∗
1 = 1

2c5

[
m2S1λS + m2E1λE + m2 Ia1λIa + m2R1λR − m2S1λS1 − m2E1λE1

− m2 Ia1λIa1 − m2R1λR1

]
,

u∗∗
2 = 1

2c6

[
− mSλS − mEλE − mIaλIa − mRλR + mSλS1 + mEλE1

+ mIaλIa1 + mRλR1

]
,
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Table 2 Average daily number of individuals travelling in each direction betweenWinnipeg and the satellite
community Steinbach. Data from 2011 Canadian census (Manitoba)

City Population Distance (km) Average daily travellers

Winnipeg 663, 617 66 7505

Steinbach 13, 524 66 7505

u∗∗
3 = 1

2c7

[
q Ib1λIb − q Ib1λIb1

]
.

6 Estimation of Parameters

To estimate the movement rates, we use the approach employed in Arino and Portet
(2015). Let us consider the urban city S and its population NS . Assume that the rate
at which individuals leave city S to move to the satellite city S1 is mss1 . Thus, ceteris
paribus, N

′
s = −mss1Ns , which implies that Ns(t) = Ns(0)e−mss1 t . Therefore, after

a day, Ns(1) = Ns(0)e−mss1 , that is,

mss1 = − ln

(
Ns(1)

Ns(0)

)
.

Now, Ns(1) = Ns(0) − Pss1 , where Pss1 is the number of individuals going from S to
S1 each day. It follows that

mss1 = − ln

(
1 − Pss1

NS(0)

)
.

This is computed for the pair of cities given in Table 2, using data from the 2011
Canadian census (Arino and Portet 2015).

All parameter descriptions are summarized in Tables 3, 4, 5, 6 and 7, together
with their explored ranges. Certain parameters are chosen to have the same values
in both cities (patches) because of their geographical proximity. The disease-related
parameters are taken to match those of Zika.

7 Numerical Simulations

In this section, we explore from a numerical point of view the potential effects of
optimal control strategies with restriction of movements on the dynamics of disease
transmission. The optimal control profiles are determined by solving the optimality
system consisting of 32 ordinary differential equations, representing the state and
adjoint equations.

We deal with the corresponding two-point boundary value problem with bound-
ary conditions at t = 0 and t = T by using a fourth-order Runge–Kutta method

123



4538 P. Harvim et al.

Table 3 Description of each
variable used for the model

Description Symbol

Size of the susceptible human population in the urban
city

S(t)

Size of the exposed human population in the urban city E(t)

Size of the infected human population with mild
symptoms in the urban city

Ia(t)

Size of the infected human population with severe
symptoms in the urban city

Ib(t)

Size of the recovered human population in the urban city R(t)

Size of the susceptible human population in the satellite
city

S1(t)

Size of the exposed human population in the satellite
city

E1(t)

Size of the infected human population with mild
symptoms in the satellite city

Ia1(t)

Size of the infected human population with severe
symptoms in the satellite city

Ib1(t)

Size of the recovered human population in the satellite
city

R1(t)

Size of the susceptible mosquito population in the urban
city

Sv(t)

Size of the exposed mosquito population in the urban
city

Ev(t)

Size of the infected mosquito population in the urban
city

Iv(t)

Size of the susceptible mosquito population in the
satellite city

Sv1(t)

Size of the exposed mosquito population in the satellite
city

Ev1(t)

Size of the infected mosquito population in the satellite
city

Iv1(t)

implemented in Matlab. Combining two control measures at a time or, in an instance,
combining all three control measures, we then compare the corresponding numerical
results. We choose the values for most variables and parameters based on available
information from a literature survey as shown in Tables 4, 5, 6 and 7, all other val-
ues being either estimated or assumed. The initial conditions used for simulations are
given in Table 8. Also, to illustrate the effect of each optimal scenario on the spread
of the disease in the population, we use the following cost factors: c1 = 85, c2 = 80,
c3 = 70, c4 = 75, c5 = 85, c6 = 80 and c7 = 75. The approach of cost factors is
necessary and common in optimal control problems (Okosun et al. 2013; Cai et al.
2017; Zhang et al. 2017; Rodrigues et al. 2014; Ştefănescu and Dimitriu 2012).

Next, we provide a quantitative discussion of the optimal control strategy by inves-
tigating different mobility restrictions.
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Table 4 Description of variables and parameters used for the urban city (I)

Para-meter Description Value Range explored Source

β Contact rate between exposed or mildly
infected humans and susceptible
humans (day−1)

0.05 0.04–0.06 Gao (2016)

κ Probability of transmission from exposed
humans to susceptible humans
(dimensionless)

0.3 0–1 Gao (2016)

τ Probability of transmission from mildly
infected humans to susceptible humans
(dimensionless)

0.3 0–1 Gao (2016)

γ Human progression rate from exposed to
mildly infected (day−1)

0.6 0–1 Gao (2016)

δ Human progression rate from mildly
infected to severely infected (day−1)

0.2 0.2–0.24 Bearcroft
(1956)

α Human progression rate from severely
infected to recovered (day−1)

0.053 0.04–0.07 Musso
(2015b)

θ Probability of transmission from an
infectious mosquito to a susceptible
human (dimensionless)

0.4 0.1–0.75 Andraud et al.
(2012)

Table 5 Description of variables and parameters used for the urban city (II)

Para-meter Description Value Range explored Source

βv Vector biting rate (day−1) 0.5 0.3–1 Andraud et al. (2012)

φ Vector contact rate with humans
(day−1)

0.502 0.34 - 0.52 Blayneh et al. (2009)

λv Probability of transmission from an
exposed or mildly infectious
human to a susceptible mosquito
(dimensionless)

0.5 0.3–0.75 Chikaki and Ishikawa
(2009)

κv Vector contact rate with exposed
human (day−1)

0.5 0.3–0.75 Chikaki and Ishikawa
(2009)

τv Vector contact rate with infected
human (day−1)

0.5 0.3–0.75 Chikaki and Ishikawa
(2009)

b Natural birth rate of human
population (day−1)

5 1–10 Chitnis et al. (2008)

d Natural death rate of human
population (day−1)

0.00004 Nishiura et al. (2016)

bv Natural birth rate of the vector
population (day−1)

5000 400–5000 Andraud et al. (2012)

dv Natural death rate of the vector
population (day−1)

0.02 0.013–0.134 Chitnis et al. (2006)

m Movement from urban city to
satellite city (day−1)

0.5 0.25–0.73 Arino and Portet
(2015)

ψv Vector progression rate from exposed
to infected (day−1)

0.091 0.029–0.33 Chitnis et al. (2008)
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Table 6 Description of variables and parameters used for the satellite city (I)

Para-meter Description Value Range explored Source

β1 Contact rate between exposed or
mildly infected humans and
susceptible humans (day−1)

0.054 0.04–0.06 Gao (2016)

κ1 Probability of transmission from
exposed humans to susceptible
humans (dimensionless)

0.3 0–1 Gao (2016)

τ1 Probability of transmission from
mildly infected humans to
susceptible humans
(dimensionless)

0.3 0–1 Gao (2016)

γ1 Human progression rate from
exposed to mildly infected (day−1)

0.6 0–1 Gao (2016)

δ1 Human progression rate from mildly
infected to severely infected
(day−1)

0.2 0.2–0.21 Bearcroft (1956)

α1 Human progression rate from
severely infected to recovered
(day−1)

0.05 0.04–0.07 Musso (2015b)

θ1 Probability of transmission from an
infectious mosquito to a
susceptible human (dimensionless)

0.4 0.1–0.75 Andraud et al. (2012)

7.1 Control Strategies

• Strategy A: the combination of u1(t) and u2(t).
• Strategy B: the combination of u1(t) and u3(t).
• Strategy C: the combination of u2(t) and u3(t).
• Strategy D: the combination of u1(t), u2(t) and u3(t).

Contour plots of the basic reproduction number in terms of certain significant
parameters are shown in Fig. 5. From Panels a, b, it is seen that the movement param-
eters (m andm2) act somewhat differently on the dynamics of the disease propagation
in the urban city and the satellite city, respectively, as evidenced through their influ-
ence upon the value of the respective reproduction numbers. In the meantime, it is
observed from Panels c, d that the sexual transmission parameters (κ , τ , κ1, and τ1)
have similar effects on the dynamics of the disease propagation in the urban city and
the satellite city, respectively, as viewed through the same lens of influence upon the
value of respective reproduction numbers.

The estimation of the basic reproduction number Rm
0 = max{R01M , R02M } is seen

to have the value Rm
0 = 2.1126, where the component of R0 characterizing sexual

transmission is Rhh = 0.1954 and the component characterizing vector transmission
is Rhv = 2.0125. This implies that vector transmission plays a critical role in the
spread of the disease, while sexual transmission is mostly responsible for increasing
the prevalence of the disease. Panels e, f show the effects of Rhh and Rhv on the basic
reproduction number R0.
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Table 8 Initial conditions used
for simulations

Description Symbol I ni tialvalues

Size of the susceptible human
population in the urban city

S(t) 125, 000

S(t) 125, 000

Size of the exposed human
population in the urban city

E(t) 5000

Size of the infected human
population with mild symptoms in
the urban city

Ia(t) 2000

Size of the infected human
population with severe symptoms
in the urban city

Ib(t) 2000

Size of the recovered human
population in the urban city

R(t) 1000

Size of the susceptible human
population in the satellite city

S1(t) 75, 000

Size of the exposed human
population in the satellite city

E1(t) 4000

Size of the infected human
population with mild symptoms in
the satellite city

Ia1(t) 2000

Size of the infected human
population with severe symptoms
in the satellite city

Ib1(t) 2000

Size of the recovered human
population in the satellite city

R1(t) 800

Size of the susceptible mosquito
population in the urban city

Sv(t) 250, 000

Size of the exposed mosquito
population in the urban city

Ev(t) 50, 000

Size of the infected mosquito
population in the urban city

Iv(t) 20, 000

Size of the susceptible mosquito
population in the satellite city

Sv1(t) 250, 000

Size of the exposed mosquito
population in the satellite city

Ev1(t) 40, 000

Size of the infected mosquito
population in the satellite city

Iv1(t) 20, 500

From Fig. 6a, it is observed that an increase in the passive movements of infectives
leads to an increase in the global basic reproduction number of the simplified model
(shown in “Appendix B”). Figure 6b indicates that an increase in the passive move-
ments alone within the specified values will lead to an increase of approximately 10%
in the global basic reproduction number.

From the optimal control simulation results (Figs. 7, 8 and 9), it is observed that the
combination of the control measures u1(t) and u3(t) decreases the size of the infected
human population in the urban city compared to the satellite city. This strategy suggests
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Fig. 5 (Colour figure online) Contour plots for the basic reproduction number in terms of significant
parameters. Panel a shows the contour plot of R01M in terms of m2 and m. Panel b shows the contour plot
of R02M in terms of m2 and m. Panel c shows the contour plot of R01M in terms of κ and τ . Panel d shows
the contour plot of R02M in terms of κ1 and τ1. Panel e shows the contour plot of R01M in terms of Rhv1M
and Rhh1M . Panel f shows the contour plot of R02M in terms of Rhv2M and Rhh2M .
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Fig. 6 (Colour figure online) Simulations showing the effects of passive and active mobility on the global
basic reproduction number of the simplified model (Rs

0)

that the restriction of movements of individuals from the satellite city into the urban
city has a significant effect on the control of the disease in the urban city. Similarly, the
combination of the control measures u1(t) or u3(t) with u2(t) visibly decreases the
number of the infected human population in the satellite city. This suggests that the
restriction of movements of individuals from the urban city into the satellite city has
a significant effect on the control of the disease in the satellite city. Total restriction
of movements into both cities (the combination of all three control measures u1(t),
u2(t) and u3(t)) significantly decreases the number of the infected population when
compared to the strategies combining only two control measures.
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Fig. 7 (Colour figure online) a, bA comparison between the effects of all four control strategies A, B, C and
D on the sizes of the mildly infected human populations in the urban and the satellite cities, respectively.
The outcome of the control strategy D is a significant decrease in the disease incidence in both cities. The
reduction of the disease incidence is even more prominent in the satellite city when compared to the urban
city. This result shows that if both cities adhere to the effective implementation of the strategy D, then the
disease incidence will be greatly reduced. The profile of the control is shown in (c)

Fig. 8 (Colour figure online) a, bA comparison between the effects of all four control strategies A, B, C and
D on the sizes of the severely infected human populations in the urban and the satellite cities, respectively.
The outcome of the control strategy D is a significant decrease in the disease incidence in both cities. The
disease incidence is significantly reduced in the satellite city compared to the urban city. This result shows
that if both cities adhere to the effective implementation of the strategy D, then the disease incidence will
be greatly reduced. The profile of the control is shown in (c)

8 Conclusion

A metapopulation model is formulated in order to investigate the role of active and
passive mobilities on the spread of an epidemic between an urban city and a satellite
city. Mathematically relevant features such as the biologically significant invariant
region and the basic reproduction number of the disease for isolated communities and
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Fig. 9 (Colour figure online) Simulations of the combinations of the control measures u1, u2 and u3

communities connected by migration, respectively, are introduced, and control strate-
gies are investigated. The basic reproduction number of the disease R0 is explicitly
determined as a combination of sexual and vector-borne transmission parameters.

From our sensitivity analysis, we observe that the basic reproduction number of
the satellite city (R02M ) has a positive correlation with the rate of movement from the
urban city to the satellite city (m), which indicates that an increase in the movement
rate m will lead to an increase in the basic reproduction number of the satellite city.
Similarly, the basic reproduction number of the urban city (R01M ) has a positive
correlation with the rate of movement from the satellite city to the urban city (m2),
which indicates that increasing the rate of movement from the satellite city to the urban
city will increase the basic reproduction number of the urban city. As an increase in the
basic reproduction number leads to a corresponding increase in the disease prevalence,
this will in turn lead to an increase in the disease prevalence.

It is also observed that the basic reproduction number is least sensitive to the sexual
transmission parameter κ , with sensitivity index equal to 0.2, which suggests that
sexual transmission by itself may not initiate or sustain an outbreak and can only
increase the risk of infection and the size of the epidemic, leading to a complicated
scenario for the controlling of the disease. What is then realised from the sensitivity
analysis is that in our metapopulation model of a vector-borne disease which is also
sexually transmitted, the disease spreads mainly through the vector-borne mode of
transmission rather than through sexual transmission, which is attributed to the facts
that vectors abound and the vector to human contact rate is larger than both the human
to human contact rate and the rate of sexual activity.

In order to analyse the impact of mobility in disease propagation, we further include
three time-dependent control measures on themovement of individuals from the urban
city to the satellite city and vice versa. It is observed from the simulation results that
the optimal control strategies result in a significant decrease in the infected human
population in both cities (to be noted that this also depends on the weights chosen
for optimal control). When strategies A, C and D are employed, the decrease in the
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infected population of the satellite city is more prominent, while when strategy B is
employed, the decrease in the infected population in the urban city is more prominent.
The best control strategy is strategy D, the combination of all three control measures.
Another outcome of the simulations, consistent with the findings of related studies,
Arino and van den Driessche (2003); Arino and Portet (2015) the disease prevalence
can be controlled by targeting the urban city with major control measures.

The model formulated and analysed in this paper is related to the ones presented in
Arino and van den Driessche (2003), Arino and Portet (2015). However, while Arino
and van den Driessche (2003) and Arino and Portet (2015) discuss SI R metapopu-
lation models (host–host transmission only, that is, albeit from an arbitrary number
of groups/cities), we further consider the effects of vector–host transmission. The
basic reproduction number of our model is explicitly computed for a given scenario
(without movement), an explicit estimation and a numerical estimation being pro-
vided for another scenario (with movement), while in Arino and van den Driessche
(2003), Arino and Portet (2015) the basic reproduction number can only be numeri-
cally estimated. Also, we incorporate control strategies in our model and investigated
the effects of the optimal restrictive measures upon the dynamics of our model, while
neither Arino and van den Driessche (2003) nor Arino and Portet (2015) is concerned
with control problems. Both our model and the those of Arino and van den Driessche
(2003), Arino and Portet (2015) agree in the finding that the movement rates may have
a significant impact upon the basic reproduction number of a single city (local basic
reproduction number), but their impact upon the global basic reproduction number
is smaller. (Particularly, they are not the main driving force of the infection for our
model.)

For our model, which considers both host–host transmission and vector–host trans-
mission, we have observed that the main driving force of the disease spread is the
vector population. The fact that active movements have comparatively little influence
upon the global basic reproduction number of the model indicates that although travel
restrictions restriction from the urban city to the satellite city may reduce the preva-
lence of the disease in the satellite city, significant control measures targeting the
densely populated cities will be required in order to eradicate the disease in the entire
region.

Like many other mechanistic attempts at distilling the essence of biological pro-
cesses, our approach has certain limitations. Themodel presented in this paper assumes
homogeneousmixing, which is stringent to achieve in vectors (mosquitoes) and in sex-
ual transmission of a disease. In practice, susceptibility to Zika virus varies, because
of differences in behavioural, social and environmental factors. Despite these set-
backs, this model presents a unique attempt to link the dynamics of a metapopulation
model with both vector and sexual transmission to the use of certain control measures,
mathematically and numerically. The model can also be extended by incorporating
additional interventions such as behaviour change and media campaigns.

Further, we assumed for the sake of simplicity that no new infections occur dur-
ing travelling, an assumption which is shared with most usual metapopulation models.
There are, however, documented instances of influenza transmission during train trans-
portation (Le2010; Furuya2007).Disease propagation is also known tooccur on-board
aircrafts, although the occurrence risk is regarded as being significantly lower due to
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the nature of the modern ventilation systems and being concentrated close to infected
passengers with symptoms (Baker 2010) (A/H1N1), (Kenyon 1996) (tuberculosis).
See also Mangili and Gendreau (2005) for a generic assessment of transmission risks
during commercial air travel. In this regard, models accounting for infections occur-
ring during transportation have been considered in Arino et al. (2016), Knipl (2016)
and we see this avenue as another way of extending our model.
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9 Appendix A

Model equation

dS

dt
= b − β

κE + τ Ia
Nh

S − θβvφ Iv
Nh

S − dS + m2S1 − mS,

dE

dt
= β

κE + τ Ia
Nh

S + θβvφ Iv
Nh

S − dE − γ E + m2E1 − mE,

dIa
dt

= γ E − d Ia − δ Ia + m2 Ia1 − mIa,

dIb
dt

= δ Ia − α Ib − d Ib + q Ib1,

dR

dt
= α Ib − dR + m2R1 − mR,

dSv

dt
= bv − βvλv

κvE + τv Ia
Nh

Sv − dvSv,

dEv

dt
= βvλv

κvE + τv Ia
Nh

Sv − dvEv − ψvEv,

dIv
dt

= ψvEv − dv Iv,

dS1
dt

= b1 − β1
κ1E1 + τ1 Ia1

Nh1
S1 − θ1βv1φ1 Iv1S1

Nh1
− d1S1 − m2S1 + mS,

dE1

dt
= β1

κ1E1 + τ1 Ia1
Nh1

S1 + θ1βv1φ1 Iv1S1
Nh1

− d1E1 − γ1E1 − m2E1 + mE,
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dIa1
dt

= γ1E1 − d1 Ia1 − δ1 Ia1 − m2 Ia1 + mIa,

dIb1
dt

= δ1 Ia1 − α1 Ib1 − d1 Ib1 − q Ib1,

dR1

dt
= α1 Ib1 − d1R1 − m2R1 + mR,

dSv1

dt
= bv1 − βv1λv1

κv1E1 + τv1 Ia1
Nh1

Sv1 − dv1Sv1,

dEv1

dt
= βv1λv1

κv1E1 + τv1 Ia1
Nh1

Sv1 − dv1Ev1 − ψv1Ev1,

dIv1
dt

= ψv1Ev1 − dv1 Iv1. (8)

Positive Invariance

By Theorem A.4 in Thieme (2003), there exists a unique solution with values in
R
16+ that is defined on some interval [0, a) with a ∈ (0,∞). If a < ∞, then

lim supt→a− N (t) = ∞. We add all host equations in the system (3) and then derive
the following inequality

dN

dt
≤ b∗ − d∗N ,

in which b∗ = b+b1 and d∗ = min{d, d1}. Assume that there exists a positive number
c such that

b∗ ≤ d∗

2
N whenever ||(ST , J )|| = N ≥ c.

By Diekmann and Heesterbeek (2000), dN (t)
dt ≤ − d∗

2 N (t) whenever t ∈ [0, a) and
N (t) ≥ c. This implies N (t) ≤ max{c, N (0)} for all t ∈ [0, a). So a = ∞, and
lim supt→∞ N (t) ≤ c. Similarly, summing the total vector equations together, we
have

dN v

dt
≤ b∗

v − d∗
v N v,

in which b∗
v = bv + bv1 and d∗

v = min{dv, dv1}. If there exists a positive number cv

such that

b∗
v ≤ d∗

v

2
N v whenever ||(STv , Jv)|| = N v ≥ cv,

then the total vector population N v(t) ≤ max{cv, N v(0)} for all t ∈ [0, a). So a = ∞,

and lim supt→∞ Nv(t) ≤ cv. We then conclude that system (3) is epidemiologically
feasible and mathematically well-posed in D = Dh ∪ Dv ⊂ R

10+ × R
6+, in which Dh
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is the domain of the total human population and Dv is the domain for the total vector
population.

The Disease-Free Equilibrium

At the disease-free equilibrium, there is no infection in either the human or the vector
population. First, let us assume that there is no movement between the satellite city
and the urban city. The system (3) without mobility then has a disease-free equilibrium
E0, given by

E0 =
(
b

d
, 0, 0, 0, 0,

bv

dv

, 0, 0,
b1
d1

, 0, 0, 0, 0,
bv1

dv1
, 0, 0

)
∈ R

16+ . (9)

To obtain the disease-free equilibrium E0
m for the system (3) with mobility, we note

first that we are led to solving the equilibrium subsystem associated to the susceptible
populations, in the form

b + m2S1 − (d + m)S = 0,

b1 + mS − (d1 + m2)S1 = 0.
(10)

This subsystem has the solutions

S∗∗ = b(d1 + m2) + b1m2

dd1 + dm2 + md1
, S∗∗

1 = b1(d + m) + mb

dd1 + dm2 + md1
.

It then follows that

E0
m =

(
b(d1 + m2) + b1m2

dd1 + dm2 + md1
, 0, 0, 0, 0,

bv

dv

, 0, 0,
b1(d + m) + mb

dd1 + dm2 + md1
, 0, 0, 0, 0,

bv1

dv1
, 0, 0

)
.

Computation of the Basic Reproduction Number R0

To use the next-generationmethod,we note that the equationswhichmodel the dynam-
ics of the infected compartments E , Ia , Ib, Ev and Iv of the urban city and E1, Ia1,
Ib1, Ev1 and Iv1 of the satellite city in (3) are

dE

dt
= β

κE + τ Ia
Nh

S + θβvφ Iv
Nh

S − dE − γ E + m2E1 − mE,

dIa
dt

= γ E − d Ia − δ Ia + m2 Ia1 − mIa,

dIb
dt

= δ Ia − α Ib − d Ib + q Ib1,

dEv

dt
= βvλv

κvE + τv Ia
Nh

Sv − dvEv − ψvEv,

dIv
dt

= ψvEv − dv Iv,
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dE1

dt
= β1

κ1E1 + τ1 Ia1
Nh1

S1 + θ1βv1φ1 Iv1S1
Nh1

− d1E1 − γ1E1 − m2E1 + mE,

dIa1
dt

= γ1E1 − d1 Ia1 − δ1 Ia1 − m2 Ia1 + mIa,

dIb1
dt

= δ1 Ia1 − α1 Ib1 − d1 Ib1 − q Ib1,

dEv1

dt
= βv1λv1

κv1E1 + τv1 Ia1
Nh1

Sv1 − dv1Ev1 − ψv1Ev1,

dIv1
dt

= ψv1Ev1 − dv1 Iv1.
(11)

To fix our ideas, let us focus on the urban city, that is, on the first five equations of
(11). With the notations of van den Driessche and Watmough (2002), F and V are
given by

F =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

β
κE + τ Ia

Nh
S + θβvφ Iv

Nh
S

0
0

βvλv

κvE + τv Ia
Nh

Sv

0

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

, V =

⎡
⎢⎢⎢⎢⎣

dE + γ E − m2E1 + mE
−γ E + d Ia + δ Ia − m2 Ia1 + mIa

−δ Ia + α Ib + d Ib − q Ib1
dvEv + ψvEv

−ψvEv + dv Iv

⎤
⎥⎥⎥⎥⎦ .

Assuming that m = m2 = 0, the associated Jacobian matrices of F and V at the
disease-free equilibrium are given by

F =

⎡
⎢⎢⎢⎢⎢⎣

βκ βτ 0 0 θβvφ

0 0 0 0 0
0 0 0 0 0

βvλvκvbvd

bdv

βvλvτvbvd

bdv

0 0 0

0 0 0 0 0

⎤
⎥⎥⎥⎥⎥⎦

,

V =

⎡
⎢⎢⎢⎢⎣

(d + γ ) 0 0 0 0
−γ (d + δ) 0 0 0
0 −δ (α + d) 0 0
0 0 0 (dv + ψv) 0
0 0 0 −ψv dv

⎤
⎥⎥⎥⎥⎦ .

The basic reproduction number R0 equals the spectral radius (dominant eigenvalue)
of the matrix FV−1, given by:

R0 =
Rhh +

√
R2
hh + 4R2

hv

2
,
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where

Rhh = β(τγ + κ(d + δ))

(d + γ )(d + δ)
,

Rhv =

√√√√√θβ2
vφψvλvbvd

(
τv(dv + ψv) + κv(d + δ)

)

bd2v (d + γ )(d + δ)(dv + ψv)
.

The Basic Reproduction Number for the Systemwith Mobility

If the infection exists in a single community which is connected to another community
through population mobility, the phenomenon related to the movements of individuals
should be reflected in the disease threshold. When the communities are connected by
migration, the community-specific reproduction numbers are given by

R01M =
Rhh1M +

√
R2
hh1M + 4R2

hv1M

2
and R02M =

Rhh2M+
√
R2
hh2M + 4R2

hv2M

2
.

To compute R01M and R02M , we substitute the disease-free equilibrium points with
movement for

S∗ = b(d1 + m2) + b1m2

dd1 + dm2 + md1
, S∗

1 = b1(d + m) + mb

dd1 + dm2 + md1
, S∗

v = bv

dv

, S∗
v1 = bv1

dv1

into the Jacobian matrix for F before computing for the eigenvalues of the matrix
FV−1. We obtain the following results

Rhh1M = β(τγ + κ(d + δ + m))

(d + γ + m)(d + δ + m)
,

Rhv1M =
√

θβ2
vφψvλvbv(dd1 + dm2 + md1)(τv(dv + ψv) + κv(d + δ + m))

d2v (b(d1 + m2) + b1m2)(d + γ + m)(d + δ + m)(dv + ψv)
,

Rhh2M = β1(τ1γ1 + κ1(d1 + δ1 + m2))

(d1 + γ1)(d1 + δ1 + m2)
,

Rhv2M =
√

θ1β
2
v1φ1ψv1λv1bv1(dd1 + dm2 + md1)(τv1(dv1 + ψv1) + κv1(d1 + δ1 + m2))

d2v1(b1(d + m) + mb)(d1 + γ1 + m2)(d1 + δ1 + m2)(dv1 + ψv1)
.

An estimation of the basic reproduction number, hereby denoted as Rm
0 , can then be

given as the maximum of the community-specific reproduction numbers

Rm
0 = max{R01M , R02M }.

For a single isolated community, the corresponding persistence condition is R0 > 1,
which holds only if Rhh + R2

hv > 1. That is,
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R0 > 1

�⇒
Rhh +

√
R2
hh + 4R2

hv

2
> 1,

�⇒ Rhh +
√
R2
hh + 4R2

hv > 2,

�⇒
√
R2
hh + 4R2

hv > 2 − Rhh,

�⇒
(√

R2
hh + 4R2

hv

)2

> (2 − Rhh)
2,

�⇒ R2
hh + 4R2

hv > 4 − 4Rhh + R2
hh,

�⇒ 4Rhh + 4R2
hv > 4,

�⇒ Rhh + R2
hv > 1.

Uniform Strong Disease Persistence and Existence of Endemic Equilibria

Under the assumption of the constant recruitment, it is easy to see that the host is
strongly uniformly persistent. Since the recruitment rates b and b1 are positive con-
stants, ST (t) > (0, 0) for all t > 0, and there exist two positive constants δ∗

1 and δ∗
2

such that

lim inf
t→∞ ST (t) ≥ (δ∗

1 , δ
∗
2)

for all non-negative solutions in model system (3). In fact, by the first subsystem in
the system (3)

dS

dt
= b −

(
d + β(κE + τ Ia)

Nh
+ θβvφ Iv

Nh

)
S + m2S1 − mS,

> b − (
d + β(κ + τ) + θβvφ

)
S − mS.

Then, there exists a δ∗
1 ∈ (0,+∞), independent of the solution, such that

lim inf
t→∞ S(t) ≥ b

d + β(κ + τ) + θβvφ + m
=: δ∗

1 .

Similarly, there exists a δ∗
2 ∈ (0,+∞) such that

lim inf
t→∞ S1(t) ≥ δ∗

2 .

Since ST (t) >> (0, 0) for t > 0, the subsequent persistence results do not need
the solutions of system (3) to satisfy ST (0) >> (0, 0). Also, if R0M > 1, and all
recruitment rates b and b1 are positive constants, then there exists some ε > 0 such
that
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lim inf
t→∞ Ci (t) ≥ ε, i = 1, 2, C ∈ C and C = (C1,C2)

for all non-negative solutions of system (3) with

(
ET (0), I Ta (0), I Tb (0), ET

v (0), I Tv (0)
)

> 0.

Let

X =
{
(ST , ET , I Ta , I Tb , RT , STv , ET

v , I Tv ) ∈ (0,∞)16|(ST , STv ) ∈ (0,+∞)4 and

(ET , I Ta , I Tb , RT , ET
v , I Tv ) ∈ R

12+
}

.

By Theorem A.32 of Thieme (2003), the solution takes its values in X for t > 0.
Define ρ : X → R+ by

ρ(ST , ET , I Ta , I Tb , RT , Nv) = I ,

for fixed I ∈ {Ia, Ia1, Ib, Ib1, Iv, Iv1}, and ρ̃ : X → R+ by

ρ̃(ST , ET , I Ta , I Tb , RT , Nv) = Ia + Ib
Nh

+ Ia1 + Ib1
Nh1

+ Iv + Iv1
Nv

.

In the language Sect. A.5 of Thieme (2003), the semiflow � induced by the solutions
of system (3) is uniformly weakly ρ-persistent by Theorem 4.3 in Dhirasakdanon et al.
(2007). The compactness condition in Sect. A.5 of Thieme (2003) follows from the
known results above. Notice that every total orbit ω : R → X of � is associated
with a solution of system (3) that is defined for all times and takes value in X. By

the irreducibility of the matrix

(
0 m
m2 0

)
, ρ̃(ω(0)) > 0 whenever ρ(ω(t)) > 0

for all t ∈ R. The claim for C ∈ {I Ta , I Tb , I Tv } now follows from Theorem A.34 in
Thieme (2003). For C ∈ {ET , RT , ET

v }, modify ρ̃(ST , ET , I Ta , I Tb , RT , Nv) = Ci .
For C = ST , the statement has already been shown in the content above. Similarly,
for C = STv , the statement should be easily shown. The existence of an (endemic)
equilibrium of system (3) in (0,∞)16 follows from Theorem 1.3.7. in Dhirasakdanon
et al. (2007).

Optimal Control Strategies

We use Pontryagin’s maximum principle to determine the necessary conditions for
optimal control of the epidemic disease. We incorporate three time-dependent control
variables into the model (3) to determine the optimal strategy for controlling the
disease. The model (3) then becomes
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dS

dt
= b − β

κE + τ Ia
Nh

S − θβvφ Iv
Nh

S − dS + (1 − u1(t))m2S1 − (1 − u2(t))mS,

dE

dt
= β

κE + τ Ia
Nh

S + θβvφ Iv
Nh

S − dE − γ E + (1 − u1(t))m2E1

− (1 − u2(t))mE,

dIa
dt

= γ E − d Ia − δ Ia + (1 − u1(t))m2 Ia1 − (1 − u2(t))mIa,

dIb
dt

= δ Ia − α Ib − d Ib + (1 − u3(t))q Ib1,

dR

dt
= α Ib − dR + (1 − u1(t))m2R1 − (1 − u2(t))mR,

dSv

dt
= bv − βvλv

κvE + τv Ia
Nh

Sv − dvSv,

dEv

dt
= βvλv

κvE + τv Ia
Nh

Sv − dvEv − ψvEv,

dIv
dt

= ψvEv − dv Iv,

dS1
dt

= b1 − β1
κ1E1 + τ1 Ia1

Nh1
S1 − θ1βv1φ1 Iv1

Nh1
S1 − d1S1 − (1 − u1(t))m2S1

+ (1 − u2(t))mS,

dE1

dt
= β1

κ1E1 + τ1 Ia1
Nh1

S1 + θ1βv1φ1 Iv1
Nh1

S1 − d1E1 − γ1E1 − (1 − u1(t))m2E1

+ (1 − u2(t))mE,

dIa1
dt

= γ1E1 − d1 Ia1 − δ1 Ia1 − (1 − u1(t))m2 Ia1 + (1 − u2(t))mIa,

dIb1
dt

= δ1 Ia1 − α1 Ib1 − d1 Ib1 − (1 − u2(t))q Ib1,

dR1

dt
= α1 Ib1 − d1R1 − (1 − u1(t))m2R1 + (1 − u2(t))mR,

dSv1

dt
= bv1 − βv1λv1

κv1E1 + τv1 Ia1
Nh1

Sv1 − dv1Sv1,

dEv1

dt
= βv1λv1

κv1E1 + τv1 Ia1
Nh1

Sv1 − dv1Ev1 − ψv1Ev1,

dIv1
dt

= ψv1Ev1 − dv1 Iv1. (12)

The control variables, u1(t), u2(t) and u3(t), are bounded, Lebesgue integrable func-
tions.Our control problem involves a situation inwhich the number ofmildly infectious
individuals, severe infected individuals and the cost of applying screening control
u1(t), u2(t) and u3(t) are minimized subject to the system (12). The objective func-
tion is defined as
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J (u1, u2, u3) =
∫ T

0

[
c1 Ia + c2 Ib + c3 Ia1 + c4 Ib1 + c5u

2
1 + c6u

2
2 + c7u

2
3

]
dt,

(13)
where Ia , Ia1, Ib and Ib1 are the total infected human populations, T is the final
time and the coefficients c1, c2, c3, c4, c5, c6, c7 are positive weights. Our aim is to
minimize the total number of infected humans and minimize the costs of control
mechanisms u1(t), u2(t) and u3(t) at the same time. Thus, we search for an optimal
control (u∗

1, u∗
2, u∗

3) such that

J (u∗
1, u

∗
2, u

∗
3) = min

u1, u2, u3
{J (u1, u2, u3)|u1, u2, u3 ∈ Ω} , (14)

where the control set

Ω = {(u1, u2, u3)|ui : [0, T ] → [0, 1 ] Lebesgue measurable, i = 1, 2, 3} .

The existence of an optimal control is a result of the convexity of the integrand of
J with respect to u1, u2 and u3, a priori boundedness of the state variables, and
the Lipschitz property of the state system with regard to the state variables. The
Pontryagin’s maximum principle (Pontryagin et al. 1962) converts the equation (12)
and the equation (13) into a problem of minimizing a Hamiltonian H with respect to
u1, u2 and u3.

H = c1 Ia + c2 Ib + c3 Ia1 + c4 Ib1 + c5u
2
1 + c6u

2
2 + c7u

2
3,

+ λS

{
b − β

κE + τ Ia
Nh

S − θβvφ Iv
Nh

S − dS + (1 − u1(t))m2S1 − (1 − u2(t))mS

}
,

+ λE

{
β

κE + τ Ia
Nh

S + θβvφ Iv
Nh

S − dE − γ E + (1 − u1(t))m2E1 − (1 − u2(t))mE

}
,

+ λIa {γ E − d Ia − δ Ia + (1 − u1(t))m2 Ia1 − (1 − u2(t))mIa} ,

+ λIb {δ Ia − α Ib − d Ib + (1 − u3(t))q Ib1} ,

+ λR {α Ib − dR + (1 − u1(t))m2R1 − (1 − u2(t))mR} ,

+ λSv

{
bv − βvλv

κvE + τv Ia
Nh

Sv − dvSv

}
,

+ λEv

{
βvλv

κvE + τ Ia
Nh

Sv − dvEv − ψvEv

}
,

+ λIv {ψvEv − dv Iv} ,

+ λS1

{
b1 − β1

κ1E1 + τ1 Ia1
Nh1

S1 − θ1βv1φ1 Iv1
Nh1

S1 − d1S1

−(1 − u1(t))m2S1 + (1 − u2(t))mS} ,

+ λE1

{
β1

κ1E1 + τ1 Ia1
Nh1

S1 + θ1βv1φ1 Iv1
Nh1

S1 − d1E1 − γ1E1

−(1 − u1(t))m2E1 + (1 − u2(t))mE)} ,

+ λIa1 {γ1E1 − d1 Ia1 − δ1 Ia1 − (1 − u1(t))m2 Ia1 + (1 − u2(t))mIa} ,
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+ λIb1 {δ1 Ia1 − α1 Ib1 − d1 Ib1 − (1 − u3(t))q Ib1} ,

+ λR1 {α1 Ib1 − d1R1 − (1 − u1(t))m2R1 + (1 − u2(t))mR} ,

+ λSv1

{
bv1 − βv1λv1

κv1E1 + τv1 Ia1
Nh1

Sv1 − dv1Sv1

}
,

+ λEv1

{
βv1λv1

κvE1 + τv Ia1
Nh1

Sv1 − dv1Ev1 − ψv1Ev1

}
,

+ λIv1 {ψv1Ev1 − dv1 Iv1} , (15)

where λS , λE , λIa , λIb ,λR , λSv , λEv , λIv , λS1 , λE1 , λIa1 , λIb1 , λR1 , λSv1 , λEv1 and λIv1
are the adjoint variables or co-state variables. The system of equations is found by
taking the appropriate partial derivatives of the Hamiltonian (15) with respect to the
associated state variables.

−dλS

dt
=

[
β

κE + τ Ia
Nh

(
1 − S

Nh

)
+ θβvφ Iv

Nh

(
1 − S

Nh

)
+ d + (1 − u2(t))m

]
λS

−
[
β

κE + τ Ia
Nh

(
1 − S

Nh

)
+ θβvφ Iv

Nh

(
1 − S

Nh

)]
λE ,

+
[
βvλv

κvE + τv Ia
N 2
h

Sv

]
(λSv − λEv ) − (1 − u2(t))mλS1,

−dλE

dt
=

[
β

κ

Nh

(
1− E

Nh

)]
λS −

[
β

κ

Nh

(
1 − E

Nh

)
+ d+γ +(1 − u2(t))m

]
λE

− γ λIa +
[
βvλv

κv

Nh

(
1 − E

Nh

)]
λSv −

[
βvλv

κv

Nh

(
1 − E

Nh

)]
λEv

− (1 − u2(t))mλE1,

−dλIa

dt
= −c1 +

[
β

τ

Nh

(
1 − Ia

Nh

)]
λS −

[
β

τ

Nh

(
1 − Ia

Nh

)]
λE

+ [(d + δ) + (1 − u2(t))m ]λIa − δλIb +
[
βvλv

τv

Nh

(
1 − Ia

Nh

)]
λSv

−
[
βvλv

τv

Nh

(
1 − Ia

Nh

)]
λEv − (1 − u2(t))mλIa1,

−dλIb

dt
= −c2 + (α + d)λIb − αλR,

−dλR

dt
= (d + (1 − u2(t))m)λR − (1 − u2(t))mλR1,

−dλSv

dt
=

[
βvλv

κvE + τv Ia
Nh

+ dv

]
λSv −

[
βvλv

κvE + τv Ia
Nh

]
λEv ,

−dλEv

dt
=

[
dv + ψv

]
λEv − ψvλIv ,

−dλIv

dt
= (dv)λIv +

[
θβvφ

Nh
S

]
λS −

[
θβvφ

Nh
S

]
λE ,
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dλS1

dt
=

[
β1

κ1E1 + τ1 Ia1
Nh1

(
1 − S1

Nh1

)
+ θ1βv1φ1 Iv1

Nh1

(
1 − S1

Nh1

)

+ d1 + (1 − u1(t))m2

]
λS1

−
[
β1

κ1E1 + τ1 Ia1
Nh1

(
1 − S1

Nh1

)
+ θ1βv1φ1 Iv1

Nh1

(
1 − S1

Nh1

)]
λE1

+
[
βv1λv1

κv1E1 + τv1 Ia1
N 2
h1

Sv1

]
(λSv1 − λEv1) − (1 − u1(t))m2λS,

−dλE1

dt
=

[
β1

κ1

Nh1

(
1 − E1

Nh1

)]
λS1 −

[
β1

κ1

Nh1

(
1 − E1

Nh1

)

+ d1 + γ1 + (1 − u1(t))m2

]
λE1

− γ1λIa1 +
[
βv1λv1

κv1

Nh1

(
1 − E1

Nh1

)]
(λSv1 − λEv1) − (1 − u1(t))m2λE ,

−dλIa1

dt
= −c3 +

[
β1

τ1

Nh1

(
1 − Ia1

Nh1

)]
λS1 −

[
β1

τ1

Nh1
(1 − Ia1

Nh1
)

]
λE1

+ [d1 + δ1 + (1 − u1(t))m2 ]λIa1 − δ1λIb1

+
[
βv1λv1

τv1

Nh1

(
1 − Ia1

Nh1

)]
(λSv1 − λEv1) − [

(1 − u1(t))m2
]
λIa ,

−dλIb1

dt
= −c4 + [

α1 + d1 + (1 − u3(t)q
]
λIb1 − [

(1 − u3(t))q
]
λIb − α1λR1,

−dλR1

dt
= (d1 + (1 − u1(t))m2)λR1 − [

(1 − u1(t))m2
]
λR,

−dλSv1

dt
=

[
βv1λv1

κv1E1 + τv1 Ia1
Nh1

+ dv1

]
λSv1 −

[
βv1λv1

κv1E1 + τv1 Ia1
Nh1

]
λEv1,

−dλEv1

dt
=

[
dv1 + ψv1

]
λEv1 − ψv1λIv1,

−dλIv1

dt
= (dv1)λIv1 +

[
θ1βv1φv1S1

Nh1

]
λS1 −

[
θ1βv1φv1S1

Nh1

]
λE1 .

Furthermore, the transversality conditions are

λS(T ) = λE (T ) = λIa (T ) = λIb(T ) = λR(T ) = λSv (T ) = λEv (T ) = λIv (T )

= λS1(T ) = λE1(T ) = λIa1(T ) = λIb1(T ) = λR1(T ) = λSv1(T ) = λEv1(T )

= λIv1(T ) = 0.

Finally, since in our optimal control problem, there are no terminal value for the state
variable, we give transversality conditions at the final time T by

λi (T ) = 0, i = 1, 2, 3.
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On the interior of the control set, where 0 < ui < 1, for i = 1, 2, 3, we have

∂H

∂u1
= 2c5u1 − m2S1λS − m2E1λE − m2 Ia1λIa − m2R1λR + m2S1λS1

+ m2E1λE1 + m2 Ia1λIa1 + m2R1λR1 = 0,

∂H

∂u2
= 2c6u2 + mSλS + mEλE + mIaλIa + mRλR − mSλS1 − mEλE1

− mIaλIa1 − mRλR1 = 0,

∂H

∂u3
= 2c7u3 − q Ib1λIb + q Ib1λIb1 = 0.

We obtain

u∗∗
1 = 1

2c5

[
m2S1λS + m2E1λE + m2 Ia1λIa + m2R1λR − m2S1λS1 − m2E1λE1

− m2 Ia1λIa1 − m2R1λR1

]
,

u∗∗
2 = 1

2c6

[
− mSλS − mEλE − mIaλIa − mRλR + mSλS1 + mEλE1

+ mIaλIa1 + mRλR1

]
,

u∗∗
3 = 1

2c7

[
q Ib1λIb − q Ib1λIb1

]
.

By the standard control arguments involving the bounds on the control variables,
we conclude that

u∗
1 =

⎧⎨
⎩
0 if u∗∗

1 ≤ 0
u∗∗
1 if 0 < u∗∗

1 < 1,
1 if u∗∗

1 ≥ 1

u∗
2 =

⎧⎨
⎩
0 if u∗∗

2 ≤ 0
u∗∗
2 if 0 < u∗∗

2 < 1,
1 if u∗∗

2 ≥ 1

u∗
3 =

⎧⎨
⎩
0 if u∗∗

3 ≤ 0
u∗∗
3 if 0 < u∗∗

3 < 1
1 if u∗∗

3 ≥ 1
,

that is,

u∗
1 = min

{
1,max

(
0, u∗∗

1

)}
,

u∗
2 = min

{
1,max

(
0, u∗∗

2

)}
,

u∗
3 = min

{
1,max

(
0, u∗∗

3

)}
.
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10 Appendix B

Consider a simplified model with a single category of infectives for each location and
no active movements for infectives, in the form.

dS

dt
= b − β

κE + τ Ia
Nh

S − θβvφ Iv
Nh

S − dS + m2S1 − mS,

dE

dt
= β

κE + τ Ia
Nh

S + θβvφ Iv
Nh

S − dE − γ E + m2E1 − mE,

dIa
dt

= γ E − d Ia − α Ia + q Ia1,

dR

dt
= α Ia − dR + m2R1 − mR,

dSv

dt
= bv − βvλv

κvE + τv Ia
Nh

Sv − dvSv,

dEv

dt
= βvλv

κvE + τv Ia
Nh

Sv − dvEv − ψvEv,

dIv
dt

= ψvEv − dv Iv,

dS1
dt

= b1 − β1
κ1E1 + τ1 Ia1

Nh1
S1 − θ1βv1φ1 Iv1S1

Nh1
− d1S1 − m2S1 + mS,

dE1

dt
= β1

κ1E1 + τ1 Ia1
Nh1

S1 + θ1βv1φ1 Iv1S1
Nh1

− d1E1 − γ1E1 − m2E1 + mE,

dIa1
dt

= γ1E1 − d1 Ia1 − α1 Ia1 − q Ia1,

dR1

dt
= α1 Ia1 − d1R1 − m2R1 + mR,

dSv1

dt
= bv1 − βv1λv1

κv1E1 + τv1 Ia1
Nh1

Sv1 − dv1Sv1,

dEv1

dt
= βv1λv1

κv1E1 + τv1 Ia1
Nh1

Sv1 − dv1Ev1 − ψv1Ev1,

dIv1
dt

= ψv1Ev1 − dv1 Iv1. (16)

Using the next-generation method, we obtain F and V as follows:

F =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

βκ βτ 0 θβvφ 0 0 0 0
0 0 0 0 0 0 0 0

βvλvκvbvd

bdv

βvλvτvbvd

bdv

0 0 0 0 0 0

0 0 0 0 0 0 0 0
0 0 0 0 β1κ1 β1τ1 0 θ1βv1φ1

0 0 0 0 0 0 0 0

0 0 0 0
βv1λv1κv1bv1d1

b1dv1

βv1λv1τv1bv1d1
b1dv1

0 0

0 0 0 0 0 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,
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V =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

(d + γ + m) 0 0 0 −m2 0 0 0
−γ (d + α) 0 0 0 −q 0 0
0 0 (dv + ψv) 0 0 0 0 0
0 0 −ψv dv 0 0 0 0

−m 0 0 0 (d1 + γ1 + m2) 0 0 0
0 0 0 0 −γ (d1 + α1 + q) 0 0
0 0 0 0 0 0 (dv1 + ψv1) 0
0 0 0 0 0 0 −ψv1 dv1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

The matrix FV−1 is given by

FV−1 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

a b 0 c d e f 0
0 0 0 0 0 0 0 0
g h 0 0 k l 0 0
0 0 0 0 0 0 0 0
m 0 0 0 n p q r
0 0 0 0 0 0 0 0
s 0 0 0 t u 0 0
0 0 0 0 0 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

where

a = β κ (d1 + γ1 + m2)

dd1 + dm2 + dγ1 + d1 γ + d1 m + γ m2 + γ γ1 + mγ1

+ β τ ((d1 + m2 + q + α1 + γ1)d1 γ + γ m2 q + γ m2 α1 + γ qγ1 + γ α1 γ1 + mqγ1)

(α + d) (dd1 + dm2 + dγ1 + d1 γ + d1 m + γ m2 + γ γ1 + mγ1) (d1 + α1 + q)
,

b = β τ

α + d
,

c = θ βv φ ψv

(dv + ψv) dv
,

d = θ βv φ

dv
,

e = β κ m2

dd1 + dm2 + dγ1 + d1 γ + d1 m + γ m2 + γ γ1 + mγ1

+ β τ (dqγ1 + d1 γ m2 + γ m2 q + γ m2 α1 + γ qγ1 + mqγ1)

(α + d) (dd1 + dm2 + dγ1 + d1 γ + d1 m + γ m2 + γ γ1 + mγ1) (d1 + α1 + q)
,

f = β τ q

(d1 + α1 + q) (α + d)
,

g = βv λv κv bv d (d1 + γ1 + m2)

bdv (dd1 + dm2 + dγ1 + d1 γ + d1 m + γ m2 + γ γ1 + mγ1)

+ βv λv τv bv d ((d1 + m2 + q + α1 + γ1)d1 γ + γ m2 q + γ m2 α1 + γ qγ1 + γ α1 γ1 + mqγ1)

bdv (α + d) (dd1 + dm2 + dγ1 + d1 γ + d1 m + γ m2 + γ γ1 + mγ1) (d1 + α1 + q)
,

h = βv λv τv bv d

bdv (α + d)
,

k = βv λv κv bv dm2

bdv (dd1 + dm2 + dγ1 + d1 γ + d1 m + γ m2 + γ γ1 + mγ1)

+ βv λv τv bv d (dqγ1 + d1 γ m2 + γ m2 q + γ m2 α1 + γ qγ1 + mqγ1)

bdv (α + d) (dd1 + dm2 + dγ1 + d1 γ + d1 m + γ m2 + γ γ1 + mγ1) (d1 + α1 + q)
,

l = βv λv τv bv dq

bdv (d1 + α1 + q) (α + d)
,
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m = β1 κ1 m

dd1 + dm2 + dγ1 + d1 γ + d1 m + γ m2 + γ γ1 + mγ1

+ β1 τ1 γ1 m

(dd1 + dm2 + dγ1 + d1 γ + d1 m + γ m2 + γ γ1 + mγ1) (d1 + α1 + q)
,

n = β1 κ1 (d + γ + m)

dd1 + dm2 + dγ1 + d1 γ + d1 m + γ m2 + γ γ1 + mγ1

+ β1 τ1 γ1 (d + γ + m)

(dd1 + dm2 + dγ1 + d1 γ + d1 m + γ m2 + γ γ1 + mγ1) (d1 + α1 + q)
,

p = β1 τ1

d1 + α1 + q
,

q = θ1 β1v φ1 ψv1

(dv1 + ψv1) dv1
,

r = θ1 β1v φ1

dv1
,

s = βv1 λv1 κv1 bv1 d1 m

b1 dv1 (dd1 + dm2 + dγ1 + d1 γ + d1 m + γ m2 + γ γ1 + mγ1)

+ βv1 λv1 τv1 bv1 d1 γ1 m

b1 dv1 (dd1 + dm2 + dγ1 + d1 γ + d1 m + γ m2 + γ γ1 + mγ1) (d1 + α1 + q)
,

t = βv1 λv1 κv1 bv1 d1 (d + γ + m)

b1 dv1 (dd1 + dm2 + dγ1 + d1 γ + d1 m + γ m2 + γ γ1 + mγ1)

+ βv1 λv1 τv1 bv1 d1 γ1 (d + γ + m)

b1 dv1 (dd1 + dm2 + dγ1 + d1 γ + d1 m + γ m2 + γ γ1 + mγ1) (d1 + α1 + q)
,

u = βv1 λv1 τv1 bv1 d1
b1 dv1 (d1 + α1 + q)

.

The basic reproduction number Rs
0 (we use the superscript s to denote the fact that

we refer to the simplified model) is the spectral radius (dominant eigenvalue) of the
matrix FV−1. We substitute different values of the passive (q) and active (m and
m2) movement rates to obtain the associated values of Rs

0. The effects of the passive
movement on the global basic reproduction number Rs

0 are shown in Fig. 6.

References

Agusto F, Bewick S, FaganW (2017)Mathematical model for Zika virus dynamics with sexual transmission
route. Ecol Complex 29:61–81

Aliota M, Peinado S, Velez I, Osorio J (2016) The wMel strain of Wolbachia reduces transmission of Zika
virus by Aedes aegypti. Sci Rep 6:28792

AndraudM,HensN,Marais C, Beutels P (2012)Dynamic epidemiological models for dengue transmission:
a systematic review of structural approaches. PLos One 7(11):e49085

Arino J, van den Driessche P (2003) A multi-city epidemics model. Math Popul Stud 10:175–193
Arino J, Portet S (2015) Epidemiological implications of mobility between a large urban centre and smaller

satellite cities. J Math Biol 71(5):1243–1265
Arino J, Sun C, Yang W (2016) Revisiting a two-patch SIS model with infection during transport. Math

Med Biol 33(1):29–55
Baker MG et al (2010) Transmission of pandemic A/H1N1 2009 influenza on passenger aircraft: retrospec-

tive cohort study. Brit Med J 340:c2424
Bearcroft W (1956) Zika virus infection experimentally induced in a human volunteer. Trans R Soc Trop

Med Hyg 50(5):442–448
Blayneh K, Cao Y, Kwon HD (2009) Optimal control of vector-borne diseases: treatment and prevention.

Discret Contin Dyn Syst Ser B 11(3):587–611

123



4562 P. Harvim et al.

Blower S, Dowlatabadi H (1994) Sensitivity and uncertainty analysis of complex models of disease trans-
mission: an HIV model, as an example. Int Stat Rev 62(2):229–243

Cai L, Li X, Tuncer N,MartchevaM, Lashari A (2017)Optimal control ofmalariamodel with asymptomatic
class and superinfection. Math Biosci 288:94–108

Chikaki E, Ishikawa H (2009) A dengue transmission model in Thailand considering sequential infections
with all four serotypes. J Infect Dev Ctries 3(9):711–722

Chitnis N, Cushing M, Hyman M (2006) Bifurcation analysis of a mathematical model for malaria trans-
mission. SIAM J Appl Math 67(1):24–45

Chitnis N, HymanM, CushingM (2008) Determining important parameters in the spread ofmalaria through
the sensitivity analysis of a mathematical model. Bull Math Biol 70:1272–1296

Colizza V, Barrat A, Barthelemy M, Vallenron A, Vespignani A (2007) Modeling the worldwide spread of
pandemic influenza: baseline case and containment interventions. PLoS Med 4(1):e13

Dhirasakdanon T, Thieme H, van den Driessche P (2007) A sharp threshold for disease persistence in host
metapopulations. J Biol Dyn 1(4):363–378

Diekmann O, Heesterbeek J (2000) Mathematical epidemiology of infectious diseases. Model building,
analysis and interpretation. Wiley, Chichester

Duffy M et al (2009) Zika virus outbreak on Yap Island, Federated States of Micronesia. N Engl J Med
360(24):2536–2543

Furuya H (2007) Risk of transmission of airborne infection during train commute based on mathematical
model. Environ Health Prev Med 12(2):78–83

Gao D et al (2016) Prevention and control of Zika as a mosquito-borne and sexually transmitted disease: a
mathematical modeling analysis. Sci Rep 6:28070

He D, Gao D, Lou Y, Zhao S, Ruan S (2017) A comparison study of Zika virus outbreaks in French
Polynesia, Colombia and the state of Bahia in Brazil. Sci Rep 7:273

HethcoteHW(1978)An immunizationmodel for a heterogeneous population. Theor PopulBiol 14:338–349
Hufnagel L, Brockmann D, Geisel T (2004) Forecast and control of epidemics in a globalized world. Proc

Nat Acad Sci USA 101:15124–15129
Kenyon TA et al (1996) Transmission of multidrug-resistant Mycobacterium tuberculosis during a long

airplane flight. N Engl J Med 334(15):933–938
Knipl D (2016) Stability criteria for a multi-city epidemic model with travel delays and infection during

travel. Electron J Qual Theory Differ Equ 74:1–22
Le QM et al (2010) A community cluster of oseltamivir-resistant cases of 2009 H1N1 influenza. N Engl J

Med 362(1):86–87
LevinsR (1969) Somedemographic and genetic consequences of environmental heterogeneity for biological

control. Bull Entomol Soc Am 15:237–240
Lima A, De Domenico M, Pejovic V, Musolesi M (2015) Disease containment strategies based on mobility

and information dissemination. Sci Rep 5:10650
MacPherson DW, Gushulak BD, Macdonald L (2007) Health and foreign policy: inflences of migration and

population mobility. Bull World Health Organ 85:200–206
Majumder M, Cohn E, Fish D, Brownstein J (2016) Estimating a feasible serial interval range for Zika

fever. Bull World Health Organ 9:BLT.16.171009
Mangili A, Gendreau M (2005) Transmission of infectious diseases during commercial air travel. Lancet

365(9463):989–996
Meloni S et al (2011)Modeling humanmobility responses to the large-scale spreading of infectious diseases.

Sci Rep 1:62
Musso D et al (2015a) Detection of Zika virus in saliva. J Clin Virol 68:53–55
Musso D et al (2015b) Potential sexual transmission of Zika virus. Emerg Infect Dis 21(2):359–361
Nishiura H, Kinoshita R, Mizumoto K, Yasuda Y, Nah K (2016) Transmission potential of Zika virus

infection in the South Pacific. Int J Infect Dis 45:95–97
Njagarah JBH, Nyabadza F (2014) A metapopulation model for cholera transmission dynamics between

communities linked by migration. Appl Math Comput 241:317–331
Okosun O, Rachid O, NizarM (2013) Optimal control strategies and cost-effectiveness analysis of a malaria

model. BioSystems 111:83–101
Pompon J et al (2017) A Zika virus from America is more effeciently transmitted than an Asian virus by

Aedes aegypti mosquitoes from Asia. Sci Rep 7:1215
Pontryagin L, Boltyanskii V, Gamkrelidze R, Mishchenko E (1962) The Mathematical Theory of Optimal

Processes. Wiley, New York

123



Transmission dynamics with active and passive dynamics 4563

Rodrigues H, Monteiro T, Torres D (2014) Vaccination models and optimal control strategies to dengue.
Math Biosci 247:1–12

Sattenspiel L, Dietz K (1995) A structured epidemic model incorporating geographic mobility among
regions. Math Biosci 128:71–91

Shen M, Xiao Y, Rong L (2015) Modeling the effect of comprehensive interventions on Ebola virus trans-
mission. Sci Rep 5:15818
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